
Lecture 8

More applications of pairwise independence
•

reducing error

• Interactive proofs .

IP

Graph #
Public coins vs. private coins



Last time :

define pairwise independence

show how to extend m truly random bits

into no>m pairwise indep random bits

q prime
e-g. pick random ape { 0.iq -B

output b modq
atb modq 3h01 independent
2atb modq but tyg3. atbmodq

: ✗ atbmodq
tyatbmodqhat,j= axtbmodq are uni# distr:b,

family of H -

- { ha
,
/ ape Iq}

in Zq×Zq
fetus



Using Pairwise Independence to Reduce Error

input
tx

Given RP algorithm d- :random
string
I,

d-
• if ✗c-L Prr [ d- iyr)) = accept] >112

⑧⑧
• if ✗-4L Pr [ d-↳ r)) -- accept]=ot r

is ✗ c- L?

How to reduce confidence error?
r

Old way :

repeat d- K times with view random bits each time

- if ever see
"

accept " then output
"

accept
"

301K'D
- else output

"

reject
" random

bits

behavior :
✗ c- L : Pr [ accept] >_ 1- ( 1- E)

k
z 1- 12k

✗¢L : Pr [ accept] = 0
.
: conf error < 2-

K

1- sided error



2- point sampling

idea use pairwise indep choices of random strings

assumption given 9T
, family of pi . fctns

each he 9¥ maps [2*2] → {0,15 we
,

can pick random heh with O(k+r ) }%%+this
random bits & polyllgr) time

s-mpiina-r.tn :
if h=axtbmodp

only → . pick HER 'H
place rz=2atb modprandomness

. go, , , , .gg#thenri--atbm0dPis
used

pz=3atb modp
:

ri ← hli)
<

if d- Cyril --
"

accept
"

output
"

accept
"

+ halt

• output
"

reject
"



from
random bits used :

01K + n ,
←

assumption on a

runtime : 012k ✗ time for A) ?⃝ but doesn't

depend on h

behavior :

if ✗-4L
,

Pr [ accept]=o

if ✗ c- L
,

will misclassify if nevers see

ri it. d- Cyr;) =
"

Accept
"

let 6hr;) = { 0
if d-Car;) -_

"

reject
" incorrect

correct
O

,Wi

E- [61%1] = Pr [61%1--1] =Pr[ accept] > Ya

9=2142
let Y= § , blri)

E- [ Iq] ? a

• Ya = Ya

so if ✗c-4 expect to see 242
"

accepts
"

.
What

is probability you
don't see a±y ? i.e. Pr[4--0] ?



Two useful lemmas :

fhebysheis-t-ixr.ir .
E[✗]=µ

Pr[lx-µ1=E]±Var[¥

Pairwise Independence Tail =L :

4- " Xt P.i. v.v
.

's in [0,1]

✗ = 2¥
µ=E[x]

then Pr[lx-µl >E) ⇐ ¥2

Back to our analysis :

What is ④ 4=0] ?
← only way we output

wrong
answer

"

Pr[Iq=o] ?



why E
? absolute value

canbezyz

if Y/q=o ¥
if Ylq> 2. E-[Hq]

t

Note Pr["q=o]±Pr[ Hq - ELY] /zE[Yq]]
a- T
w

un choose {=L
µ is 7- Ya

tis -- g-
2*2 I

→
=

Feat
= 2-(14-2) . y = 2-

K

so 01kt / R1) random bits give C- 2-
k

prob of error

note : runtime is 012? -11m)
d-

w

bad?
but doesn't depend on n .



Another setting in which K- wise independence is useful :

Interactive Proofs

NP= all decision problems for which
" Yes" answers

can be verified in polytime by a
deterministic TM (

" verifier
"

)

IP :

generalization of NP

short proofs ⇒ short interactive proofs
"

conversations that convince "



The Pepsi Challenge ( 1975)

/

How to
prove you can tell the difference :

•

we toss coin @ don't show it to you)

Do { H : we give you Pepsi
K

T ! we give you
Coke

times

•

you
taste + tell us which one

If you get it right K times
,
I'll believe you

why ?

If you
can tell difference you

will always get it right

If you
can't
, you will get it right with prob Ya

⇒ prob you are right all K times = Yak
so
,
if you get it right K times

,

you know or are very lucky !



IP Model

"

All-powerful
"

- Prover P ::• unbounded
time

poly - time Input but recursive
verifier V T?⃝ e.g. can't solveR R

Private halting
workspace ④

< >
problem,

W Conversation tapes R >
a > I e

n s

v R L W
r
,

random bits Private
$ workspace

can show that
Private?? " all-powerful

"

prover
doesn't need random coins

lie. anything
it can do

with coins,

it can also do without coins)

def
.

[ Goldwasser Micali Rackoff]

An Interactive Proof System 11ps)

for language L is protocol sit
.

• if ✗ c- L t both YP follow protocol then

Pr [ V accepts ×] 2213
v's coins

• if XEIL TV follows protocol then (no matter what Pdoes)

Prpscoins [ V recjets ✗3>-2/3



So
,
if ✗ EL

,
P can

"
convince

"
V of that fact

+ it ✗ 4L
, evenitptriestoheat it cannot

convince V to accept.

why interesting ?

Exampled Cryptography
assume (1) L is a hard language to compute

& (2) ✗ c-L ⇒ P is
"

the bank"

• P can convince V to trust it if it really is
the bank

• no impostor can convince V to trust it

( leads to further notions such as zero - knowledge . . . )

For more take a crypto class!



Exampled Complexity

def IP = { LIL has IPB

Clearly NP EMP

To show ✗ c-L for L in NP

• P constructs NP- proof t sends to V

• V verifies the proof
for ✗ 4- L , there

is no proof that would convince V

turns out

Thin IP = PSPACE

protocol involves several rounds of interaction

between Ptv



Graphlsomorphism

Given graphs G TH
, are they isomorphic ?

It :Vg→Vµ is Isomorphism if satisfies

Clift Egiff (11-14,11-41) c- EH

b*

a
II.

c
yes !I •Ñ•- 3

b

&t.IT " a.M.s.cl no !

I • • 5
'
• • 6

2 • • 6 5• of

> • •
> % • g

Yes !

4• • 8
>
• • 4

"

quasi
- poly

"

t

Is Graph in P ? we don't know . recently 01hPM
"
't)

so unlikely to be NP-complete



Example of problem that has interesting interactive proof:
• Graph Isomorphism ENP

(yes if GIEP , but
we

• Graph Isomorphism C- NP?
don't know this)

but GIEIP :

Proving G. # Ga :

Protocol :

[
Verifier picks ( c- { 1,2} randomly
Verifier picks random relabeling of nodes in Gc

repeat
K t sends new adjacency matrix to P
times

P guesses c

Why does it work ?
if G. If Ga ,

P ( who has unbounded computation) can

guess correctly every time

if G
,

I Gz
,

P needs to guess coin flips correctly
each time

, can do this with prob e Yak

Question : do V 's coins need to be private ?

in this example, if P saw
V's choice

,
it could cheat



Time [ Goldwasser Sipser] 65's Answer : No !

IP = IP anything that has

private public protocol with private
coins

coins coins

also has (possibly different)

protocol with public coins .

today we will see a building block for theorem :

informally :
• Given sets s.t.se Ip ← interesting even ifsep

• Protocol in which P can convince V that size

of set S is
"

big
"

Let Sq :{ ✗ I ✗ satisfies formula 4}

(note Sp EP )

Claim 7 protocol sit
. on input of

• if lspl > K & it YP follow protocol
then Pr[V accepts] 2213

even if

• if 15µL ¥ & if V follows protocol
←Patients !

→ then Pr[V accepts ] < 43for now assume 0--4


