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Practice Quiz 1 Solutions� Do notopenthis quiz bookletuntil youaredirectedto do so.� This quiz startsat 2:35 P.M . and endsat 3:55 P.M . It contains3 problems,somewith
multiple parts.Thequiz contains13 pages,includingthis one.You have80 minutesto earn
100points.� Thisquiz is closedbook.Youmayuseonehandwritten

������ ���
	�	 � � crib sheet.No calculators
arepermitted.� When the quiz begins, write your nameon every pageof this quiz booklet in the space
provided.� Write yoursolutionsin thespaceprovided.If youneedmorespace,write on thebackof the
sheetcontainingtheproblem.Do not put partof theanswerto oneproblemon thebackof
thesheetfor anotherproblem,sincethepageswill beseparatedfor grading.� Do notspendtoomuchtimeonany problem.Readthemall throughfirst andattackthemin
theorderthatallowsyou to make themostprogress.� Show your work, aspartialcreditwill begiven.You will begradednot only on thecorrect-
nessof your answer, but alsoon theclarity with whichyou expressit. Be neat.� Goodluck!
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Problem 1. Integer Multiplication [15 points]

Thefollowing algorithmmultipliestwo nonnegative integers� and  :

MULT ��������
1 ��� �
2 while ���� �
3 do if ������ "! � 	
4 then �#� �%$&
5 ��� '(�*)�!,+
6 -� !.
7 return �

Let �0/2143 , �/5143 , and �6/2143 be thevaluesof � ,  , and � , respectively, immediatelybeforethe loop
executes,andfor 798 	 , let � /2:;3 ,  /5:�3 , and � /2:�3 bethevaluesof thesevariablesimmediatelyafter
the 7 th iterationof theloop. Givea loop invariantthatcanbeusedto prove thecorrectnessof the
algorithm.You need not actually prove correctness.

Answer: � /5143  /2143 � � /5:�3  /2:;3 $&� /2:;34<
Notes: Almost everyonehadan ideaof what an invariantshouldlook like. About one-thirdof
thestudentsgot the invariantright. Many folks gave a recursive invariantthatdid not involve the
productthat the algorithmis trying to compute.This invariantcannot be useddirectly together
with thenegationof loop-testto establishthepost-condition.

Somepeoplebelievedthattheinvariantshouldbetrueat everypoint insidetheloop. They did not
understandthat the invariantmustbe trueat thebeginningof every iterationof the loop. That is,
assumingit wastrueatthebeginningof iteration = , thebodyof theloopre-establishestheinvariant,
sothatit is trueat thebeginningof iteration =>$ 	 .
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Problem 2. True or False, and Justify [50 points] (10parts)

Circle T or F for eachof the following statementsto indicatewhetherthe statementis true or
false,respectively. If thestatementis correct,briefly statewhy. If thestatementis wrong,explain
why. Themorecontentyou provide in your justification,thehigheryour grade,but bebrief. Your
justificationis worthmorepointsthanyour true-or-falsedesignation.

T F Thesolutionto therecurrence? ��@A� � 	 ��� ? ��@A).B.BC�D$FEHGI��@KJ5�
is
? ��@A� �ML �N@OEPGQ@A� .

False. Observe that EHG>��@KJ5� �RL �N@OEPGS@T� �RU ��@WVYX4Z(Z � 1[1]\�1]^ 1[1 � � . Therefore,by MasterTheo-
remcase1, thesolutionis L ��@WVYX_Z(Z � 1[1 � .
Notes: Many studentswronglythoughtthiswascase2. Someevenidentifiedthisascase3.
Amongthosewhocorrectlyspottedthisasbeingcase1, themajoritywerenotawarethat,
in orderto prove that `�a 	 $cb for somebdae� , it is not sufficient to show that `fa 	 (no
pointsweredeductedfor this oversight,however).

T F Radix sort works correctly even if insertionsort is usedas its auxiliary sort insteadof
countingsort.

True. Thecorrectnessof radix sort requirestheauxiliary sort to bestable.Insertionsort
aspresentedin this courseis stable.

Notes: Most studentsidentified correctly that we neededa stablesort, however a sig-
nificant portion visualizedan unstableversionof insertionsort andthusgave the wrong
answer.
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T F If bucket sort is implementedby usingheapsortto sort the individual buckets,insteadof
by using insertionsort as in the normalalgorithm, thenthe worst-caserunning time of
bucket sortis reducedto L ��@OEHGg@A� .
True. Bucket sort waspresentedin Recitation4. Given an input of @ numbersfrom a
specifiedrange,bucket sort dividesthe rangeinto @ intervals andassociatesonebucket
with eachinterval. It distributestheitemsinto thebuckets,which takes L ��@A� time. It then
sortsthe itemsin eachbucket usingan auxiliary sort. It finally concatenatesthe sorted
bucket lists togetherin L �N@T� time.

Let h;i be the numberof itemsthat fall into bucket = , for = � 	 � <�<�< �;@ . Let jk��@A� be the
runningtime of theauxiliary sortusedto sort theitemsin eachbucket. Thetotal running
time

? �N@T� of bucketsort is then? �N@T� ��L �N@T�A$ LRl9mnipo � jk�Nh�i(�4q <
We arguedin recitationthat the worst caseis whenall of the itemsfall into onebucket.
In this case

? ��@A� ��L �N@T�k$ L �rjk��@A�]� . If insertionsort is usedastheauxiliary sort, then? ��@A� �ML ��@ � � . If heapsortis used,then
? ��@A� �ML ��@OEHGQ@A� .

Notes: Many peopledid not give thefull runningtime formulafor
? ��@A� or did not argue

that
? �N@A� is dominatedby thetime to sorttheitemsin thebuckets.

Somefolks arguedthatbucket sort runsin expectedL ��@A� time (assuminga uniform dis-
tributionover theinputs),which is trueandirrelevant.

T F An adversarycanpresentan input of @ distinctnumbersto RANDOMIZED-SELECT that
will forceit to run in s0��@ � � time.

False. RANDOMIZED-SELECT wasthefirst selectionalgorithmpresentedin Lecture7. It
is a randomizedalgorithm.Therunningtimeof a randomizedalgorithmis a randomvari-
ablewhosevaluefor a particularrun of thealgorithmis determinedby therandomnum-
bersthealgorithmusesfor thatrun. Therunningtimeof RANDOMIZED-SELECT doesnot
doesnotdependits input(if all numbersaredistinct).No adversaryhascontroloverwhich
randomnumbersthe algorithmwill use,andno adversarycandeterminewhich random
numbersthealgorithmwill use.Therefore,althoughit is truethatRANDOMIZED-SELECT

runsin L �N@ � � time in theworstcase,noadversarycanforcethis behavior.

Notes: SomepeoplethoughtthatRANDOMIZED-SELECT wasarandomizedversionof the
deterministicSELECT algorithm(thesecondalgorithmpresentedin Lecture7). We guess
thatthiswasunfortunateinferencefromthepatternseeminglysetby RANDOMIZED-PARTITION

andRANDOMIZED-QUICKSORT.
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T F Theinformation-theoretic(decision-tree)lowerboundoncomparisonsortingcanbeused
to provethatthenumberof comparisonsneededto build aheapof @ elementsis s0�N@OEHGQ@T�
in theworstcase.

False. TheprocedureBUILD-HEAP runsin L ��@A� time. BUILD-HEAP waspresentedin
Lecture5, is givenin CLR, andwaspartof Problem3 of ProblemSet2.

An acceptablejustificationis thatbuilding aheapof @ elementsdoesnotsortthem,sothe
sortinglowerbounddoesnotapply.

Notes: Somepeoplefelt compelledto emptytheheapafterbuilding it. Thatis, they argued
thatHEAPSORT requiress0��@OEHGQ@A� comparisons,which is trueandirrelevant.

Othersarguedthattheinformation-theoreticlowerbounddoesnotapplyto theworstcase
runningtimeof asortingalgorithm,which is falseandirrelevant.

Still otherspointedout that the information-theoreticlower boundsaysthat asymptoti-
cally at least @OEPGg@ comparisonsarerequired;it doesnot sayhow many comparisonsare
actuallyusedby aparticularalgorithmon a worstcaseinput. This is quiteright andquite
irrelevant.Wecanonly guessthatthesepeoplemisreads0�N@OEPGS@T� as U �N@OEPGg@A� .

T F Sorting t elementswith a comparisonsort requiresat least 	 � comparisonsin the worst
case.

True. As shown in Lecture6, the numberof leaves of a decisiontree which sorts t
elementsis tuJ andtheheightof thetreeis at leastEHGv�wtuJ5� . SincetuJ ��x !.� and !zy �M{ 	 ! and! � 1 � 	 �C!z| , wehave B�}&EHG>�wt~J2��} 	 � . Thusat least10 comparisonsareneeded.

Notes: This wasidenticalto theproblemgivenon thepracticequiz exceptthatthepartic-
ular numberswerechanged.

Somefolks haddifficulty computingpowersof 2 correctly. Startingtodaymake sureyou
have thefirst 11 powersof 2 memorized:�k� 	 � 	 �[!���!K�w|��S�k� � �Q|g� 	 tu� { ���C!~�tk��t.|�� x � 	 ! � � � �[! { tu�QBk� { 	 !~� 	 �k� 	 �C!z| <
Somepeoplecalculatedalowerboundontheheightof thedecisiontreeusingthefunction@OEHGQ@ . This is not a goodstrategy sincethis functionis only asymptoticallyequivalenttoEHGI��@KJ5� . Most discoveredthat tQEPGQt is at least12, somegoingasfar as18, or asstatedby
morethanoneperson,“6 � 2.5ish= 18ish”(in fact EHGQt��#! < { � ). Of these,many concluded
thatindeedat least10comparisonsareneededbecauseat least12comparisonsareneeded.
However, the rest of the folks assertedthat it is not true that at least10 comparisons,
preciselybecauseat least12 areneeded.Thesefolks weregentlyremindedthat 	 ��} 	 ! .
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T F The sumof the smallest� @ elementsin anunsortedarrayof @ distinct numberscanbe
foundin U �N@T� time.

True.

1. Find the � @ th smallestelement,� , usingtheSELECT algorithm.

2. Partition thearrayaround� .
3. Sumthefirst � @ elementsof thearray.

Step1 takes L �N@T� time,Step2 takes L ��@A� time,andStep3 takes L ��� @A� time. Hencethis
givesa L ��@A� algorithmfor summingup thesmallest� @ elementsin thegivenarray.

Notes: Peopleeithernailedthis questionor didn’t. SomeusedRADIX-SORT to sort the
elementsin L �N@T� time,whichcan’t bedonesincewedon’t know therangeof thenumbers.

Otherstried to prove that it couldn’t be doneby giving an algorithm that didn’t work.
This only provesthat they couldn’t do it. A favorite wasto find eachof the � @ smallest
elementsin L ��@A� time(via SELECT or a linearscanthroughthearray),for a total running
timeof L ��@D�4� � � .

T F The collection � � �z� � � � � � � ��� of hashfunctions is universal,where the threehash
functionsmaptheuniverse� ����������;� � of keys into therange� �u� 	 ��! � accordingto the
following table: � � � � � � � � � � � � � � � �� 	 � ! � 	 !� � � �� 	 	 �
True. A hashfamily � thatmapsauniverseof keys � into � slotsis universal if for each
pairof distinctkeys

� �;�"��� , thenumberof hashfunctions� �
� for which � � � � �M� �����
is exactly � ����),� . In thisproblem, � ��� � � and � � � . Therefore,for any pairof thefour
distinctkeys, exactly 	 hashfunctionshouldmake themcollide. By consultingthe table
above,wehave: � �N�*� ��� �w�� only for � � mappinginto slot !� �N�*� �M� �N��� only for � � mappinginto slot �� ���O� �M� �N��� only for � � mappinginto slot 	� �N�� ��� �w��� only for � � mappinginto slot �� �w6� �e� �w��� only for � � mappinginto slot 	� �w��� �M� �w��� only for � � mappinginto slot �
Notes: Many folks misinterpretedthe definition of a universalfamily of hashfunctions.
They thoughtthat for every � ��� , theprobability that � � � � ��� �N�u� for

�
and � chosen

uniformly at randomis � ���_)z� .
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T F Let � be an indicator randomvariablesuchthat  g¡ � � � 	 � � 	 )�! . Then, we have¢¤£ �¥� 	§¦ �¨�[© � 	 ),| .
False.

¢¤£ �¥� 	ª¦ �¨�[© � � , whichcanbeseenin many ways:� �¥� 	§¦ �¨� � � if � � 	 or � � � .� ¢
£ �¥� 	§¦ �¨�4© � ¢¤£ � ¦ � � © � ¢
£ �¤© ¦ ¢¤£ � � © � ¢
£ �
© ¦ ¢¤£ �¤© � � .� ¢
£ �¥� 	ª¦ �¨�4© ��«�¬ � � 	�¦ � �� g¡ � � � � � � �v� 	.¦ �C�� g¡ � � � � � $ 	 � 	�¦�	 �� g¡ � � � 	 � �� .
Notes: Many peoplemistakenly assertedthe indepedenceof non-independentvariables.
This took theform of¢
£ �¥� 	ª¦ �¨�4© � ¢¤£ �¤© ¢
£ 	§¦ �¤© � � 	 ).!���� 	 )�!�� � 	 )z|
which is falsebecause� and 	ª¦ � arenot independent,or¢& � ¦ � �]® � ¢¤£ �¤© ¦ ¢¤£ �¤© ¢¤£ �¤© � 	 ).! ¦¯	 )z| � 	 )z|
which is falsebecause� and � arenot independent.

Otherfolksdidnotrememberrulesof expectation,sayingsuchthingsas,“
¢
£ �¥� 	§¦ �¨�4© �¢¤£ �¤©v° ¢¤£ 	ª¦ �¤© by linearityof expectation.” Many did not do sanitycheckson their an-

swers,which is particularlyeasyfor indicatorrandomvariables,which only take on two
values.Thosewho did noticedthat �¥� 	ª¦ �¨� � � for both � � � and � � 	 .
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T F Supposethata � -inputsortingnetwork correctlysortsthesequences±�!����u� �C² , ±N�u� � ��! ² , and± � ��!~�;� ² . Then,it alsocorrectlysortsall sequencesof � numbers.(Hint: Apply threshold
functions to the sequence elements.)

True. If we apply a thresholdfunction which flips from � to 	 at
� � $0³M� � � and �

respectively, we will get four � ¦e	 sequencesfor eachof thecorrectlysortedsequences.
Then,if all thepossible� ¦M	 length � sequencesareaccountedfor, we cansaythat the
sortingnetwork will correctlysortany sequenceof � numbers,by the � ¦´	 principle.The
following tableshows thesequencesobtainedby applyingthe thresholdfunctionat each
of theabove-mentionedpointsto eachof thethreesequences:

original sequence �
thresholdat $c³ �

thresholdat
� �

thresholdat � �
thresholdat ! �

! � �� � �� � 	� 	 		 	 	
� � !� � �� 	 �	 	 �	 	 	

� ! �� � �	 � �	 � 		 	 	
All possiblesequencesof �u� 	 appear, thereforewe concludethatthesortingnetwork cor-
rectly sortsany threenumbers.

Notethatany comparatornetwork correctlysortsthesequencecomposedof all zerosand
thatcomposedof all ones.Therefore,wecouldhaveavoidedthefirst andlastthresholds.

Notes: Peopledid muchbetteron this questionthanexpected.Thosewho knew the0-1
Principlegenerallygotit right,eventhoughtheproblemrequiredsomenontrivial thinking.
Thosewho got it wrong did not seemto know the 0-1 Principle. Only a few seemedto
know the0-1Principleyet wereunableto figureout thesolution.
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Problem 3. Pop Count [35 points] (5 parts) Somecomputersprovide a population-count,
or pop-count, instructionPOPC that determinesthe total numberof bits in a word that are“ 	 .”
Specifically, if an @ -bit word is µ � ±rµ 1 µ � °¶°¶°]µ m \ � ² , then

POPC �wµ�� � m \ �n ipo 1 µ�i <
For example,POPC �]±r� 	 ����� 	 � 	 ² � � � .
This problemexploreshow to implementthe POPC instructionasa circuit. The basicbuilding
blockweshalluseis anADDER componentthattakesin two binaryvalues� and · andproduces
their sum ¸ � �¹$&· :

+

·
� ¸

Sincewiring is an importantcontributor to the expenseof an implementation,we shall attempt
to minimize the numberof wires requiredto connectthe inputs, components,and output of a
pop-countcircuit. A cableof º wirescanconvey valuesin therangefrom � to !¼» ¦¯	 , inclusive.

ProfessorBlaisehasinventeda pop-countcircuit, composedof @ ¦½	 ADDER’s, to implement
POPC on an @ -bit word ±rµ 1 µ � °¶°¶°]µ m \ � ² . Hereis theprofessor’scircuit for @ � | :

11 11

2 2 3

Stage1 Stage2 Stage3

µ � µ � µ �µ 1
+ + +

Eachstage= of thiscircuit addsthebit µ�i into arunningsum,which it forwardsto stage=,$ 	 . Each
cableof wiresin thefigureis labeledwith thenumberof its constituentwires.
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(a) Arguethatthestage-= ADDER requiresL ��EHGQ=[� outputwires.

Answer: Theoutputof thestage-= addermustcarrytheadditionof =D$ 	 bits,which
is a valueof at most =D$ 	 sinceall thebits in thesequence±rµ 1 ��µ � ��°¶°¶°¾��µ�i ² maybe 	 .
As wasstatedin theproblem,acableof º wirescancarrynumbersup to !,» ¦%	 . We
thereforehave thefollowing equalityandneedto solve for º :=>$ 	 � ! » ¦¯	=>$c! � ! »EHGd��=>$c!�� � º
SinceEPG¿��=>$c!�� describesthenumberof wiresneededto carryatmostthevalue =~$ 	 ,
wemusttake theceilingof it. Therefore,º �ÁÀ EHGd�N=>$&!��4Â �ML ��EHGQ=[�
wiresareneededto carrytheoutputof thestage-= adder.

Notes: Most folks correctlyarguedthe L ��EHGg=�� bound.Very few calculatedtheexact
numberof wiresrequired.
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(b) For an input word with @ � | bits, the total numberof wires in theprofessor’s pop-
countcircuit is Ã��N@A� � 	�	 wires.Explainbriefly why therecurrenceÃÄ��@A� � Ã���@ ¦¯	 �A$ L �NEPGg@A�
accuratelydescribesthe total numberof wires in an @ -input circuit. Give a good
asymptoticlower (big-s ) boundfor Ã���@A� , andbriefly justify youranswer.

Answer: Assumethat, in order to add the first @ ¦R	 bits ( ±rµ 1 ��µ � ��°¶°¶°Å��µ m \ � ² ), the
circuit usesÃ���@ ¦½	 � wires total in its @ ¦ ! stages.Then, in order to add in the
last bit, we add one adderto the circuit, whoseone input is the output of the last
adderof the @ ¦¯	 circuit. Theotherinput to thenew stage-@ ¦¯	 adderis thelastbitµ m \ � . Frompart(a) weknow thatthisnew adderwill requireL �NEHGÆ��@ ¦%	 �]� �eL ��EHGQ@A�
outputwires.Therecurrencethatdescribesthetotal numberof wiresthenbecomesÃ��N@T� � Ã��N@ ¦¯	 �A$ L ��EHGg@T��$ 	� Ã��N@ ¦¯	 �A$ L ��EHGÆ��@A�Ç$ 	 �� Ã��N@ ¦¯	 �A$ L ��EHGg@T� <
Thesolutionto this recurrenceis obtainedvia iteration. Iterationgivesusa L bound
which in turngivesusan s bound.Ã��N@T� � Ã��N@ ¦¯	 �A$ L �NEPGS@T�� Ã��N@ ¦¯	 �A$ L �NEPG¿��@ ¦¯	 �_�A$ L �NEPG¿��@A���� Ã��N@ ¦ !.�A$ L �NEPG¿��@ ¦ !��_�A$ L �NEPG¿��@ ¦¯	 �]�A$ L �NEHGÆ��@A���<�<�<� Ã�� 	 �D$ L �NEPG¿�w!��_�A$ L �NEPG¿��@ ¦ !��]�A$ L �NEHGÆ��@ ¦%	 �]�A$ L �NEHGd��@A�]�� 	 $ L ��EHGd�r!��A$ <�< $FEHGd�N@ ¦ !��D$¥EHGd��@ ¦c	 �A$¥EPG¿��@A���� 	 $ L ��EHGd�]��@A����@ ¦¯	 ����@ ¦ !�� <�< �r!��¾� 	 ���]�� 	 $ L ��EHGd�N@ÈJ2���� 	 $ L ��@OEHGQ@A�� L �N@OEPGg@A�
Wethereforeconcludethat Ã���@A� � s0��@OEHGQ@A� .
Notes: A commonerrorwasto usea recursiontree,sayingthateachlevel of thetree
is L ��EHGQ@A� . This is wrong.Thework in everylevel is not L �NEPGS@T� ; it is U ��EHGg@T� . Having
startedoff on thewrongfoot, theerroneousproof statesthat,sincethereare @ levels,
thesolutionis Ã���@A� �MU �N@OEHGg@T� which does not meanthat ÃÄ��@A� � s0��@OEHGQ@A� .
A similar commonmistakewasto iteratetherecurrenceandstatethateachoneof the
logsis at most (meaningU �_°2� ) EHGQ@ , but insteadwrite down L �NEPGg@A� .
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A divide-and-conquerpop-countcircuit operatingon an @ -bit word ±rµ 1 µ � °¶°¶°;µ m \ � ² canbe con-
structedby usingan ADDER componentto combinethe recursively computedpop-countof the
first @A).! bitswith therecursively computedpop-countof thelast @A)�! bits.

(c) Draw a pictureof sucha divide-and-conquerpop-countcircuit on | inputs.Labelthe
numberof wires comprisingeachcable,aswasdonefor ProfessorBlaise’s circuit.
How many wiresdoesthedivide-and-conquercircuit requirefor @ � | ?

+

+

+
1

1

1

1

µ 1
µ �
µ �
µ �

2

2

3

Answer: Thiscircuit has 	 $ 	 $ 	 $ 	 $c!§$c!§$¥� � 	�	 (eleven) wires.

Notes: Many folks drew exactly thecircuit above,correctlylabelledall thewires,and
thenmiscountedthenumberof wires.Countsrangedfrom 7 to 13.

Somepeopledrew the circuit recursively or elsetried to pipelinethe circuit. Credit
wasgivenif thesolutioncouldbedeciphered.
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(d) Give a recurrencethat describesthe total number Ã��N@T� of wires requiredby the
divide-and-conquerpop-countcircuit for an @ -bit word. Giveagoodasymptoticupper
(big-U ) boundon ÃÄ��@A� , andbriefly justify your answer.

Answer: Thelaststageof thedivide-and-conquerpop-countcircuit addstheoutputof
two sized@T)�! divide-and-conquerpop-countadders.ThatsumrequiresL ��EHGQ@A� wires
to carryit (seepart(a)). Therefore,therecurrencefor thenumberof wiresisÃ��N@A� � !�Ã��N@A).!��T$ L ��EHGQ@A� <
TheMastertheoremcase1 givesthesolutionto this recurrencewherejK�N@A� � EHGQ@ �MU ��@ VYÉ[X4Ê�Ë \�Ì � ��U �N@ VYÉ[X�Í � \�Ì � �eU ��@A�
for (say) b � 	 )�! . Thus,Ã���@A� �ML �N@ VYÉ[X_Ê�Ë � �eL �N@ VYÉ[X]Í � � ��L �N@T� <
Finally, weconcludeour upperbound. Ã��N@T� ��L �N@A�gÎ Ã��N@A� �eU �N@T� .

(e) DoesProfessorBlaisework atMIT or Harvard?Why?

Answer: It’ s not clearwhereBlaiseworks, but it is clear that he doesn’t know the
material from 6.046. His iterative adderusesasymptoticallymore wires than the
divide-and-conqueradder. In addition,his adderrequires@ stagesto addwhile the
divide-and-conqueradderhasdepth EHGQ@ . Clearly, oneof his graduatestudentssaw
theprofessor’s initial design,suggestedtheimprovement,andsubmittedtheproblem
for useon the6.046quiz. [Answersalongtheselineswereawardedoneextra credit
point.]


