
Lectures

Subhnew time approximation
of average degree

Warning : this is a different

algorithm than described in

notes for lecture 2 .

hopefully simpler ! !



Estimating Average Degree

Given 6=(4-5)
Eton) approximation parameter
8491) confidence ← lets assume

f- Yy

Output Ñ s.t.prf.at -d- I ≤ eat ] ≥ to

where d- = % ( average degree)

Assumption :(1) d- ≥l
(2) given

access to

•

"

degree queries
"

:

given ✗ outputs degli
•

"

neighbor queries
"

:

given lyj) output jthnbr
of V



Last time :

Question : naive sampling needs Un) samples ??

towerbound:

Distinguish
n - cycle d-=L n -Crn - cycle d-⇒ 2+8

+ Crn - clique

•9→→ vs. •→? %¥☒¥
b-←ol

'
¥

needs# queries to distinguish?

ignore notes for algorithm last time

today will do simpler algorithm



Today :

Warm
up : regular graphs

Assume each node has degree d

M?be""easñ.hjAlgorithm : output d case is too

¥'

Better warmup
: almost regular graphs §

Assume each node has degree
in [0,100]

Algorithm: notation :

k← 5¥ In (2/8) ✗ End
means pick

For i c- I took do ✗ uniformly
from set D

• pick vi. Euv

• Xi ← degtri)

Output Ñ←¥É=,Xi



Run-time: Otters Into)

Behavior :

Claim E- [d) = d-

K¥
E- [ d) = ,±§E[ Xi]=E[× ,]

↑
↑ iid

line ,Ép
= Etndeglv) = Edeg¥ =

d-
VEV Ba

claim Pr[ lot - d- I ≤ eat ] ≥ to

PI

Will use following version of Chernoff Bnd :

The let Y, " % be independent random variables

st
. Yi c- [0,1] &Y=§ÉYi . Forb ≥ ,

Pr[ IY - ELY ] / - b) ≤ 2. expl-2b¥)



so can't use Chernoff

Note : Yi's are not
↓
in [0,1] but are in [0,106]

let 2i←,¥g then Zi c- [ oil]

z←É=?i Ñ = 2

E- [2) = ¥0 - Eid] = !¥☐
lil- d- I ≥ {d- ⇔ 11%2 - E- [231 > Eat

↑

E[dJ ⇔ 12 - Elzy ≥ #☐

- eat

Use Chernoff
on 2's

with b-- Eat

Pr[ 12 - East ≥ d) ≤ g. et
?%÷t;)

=

2 e-
Éo . k%

d-=-D by
assumption on all

≤
2 e-
¥¥ degrees ≥D

=ae_¥¥¥ 8 a



Generatcase :

by Markos' ≠
,
≤{ nodes have degree

3- c. d-
.

Can we use that?

• SO mist nodes

satisfywarumvpt@resMgtofknodescanhavehugedegree.H.ca
se ! 000 -q•

• what about the rest? b.

define total order
"

L
"

on nodes :

I assume distinct

def
.

Utv if ID 's

• deg (a) < deglv)

or • degcut-dg.lv)
& IDW < ID (v )

degtlu) = # nbrs of ns.t.udv 90
"

BO U

Orienting edges from small to large , degtlul counts
"

out-edges
"



Observation §, degtlu-m-n-2.at

( since each edge only counted once

instead of twice as in § deglul)

idea estimate average ( degtlu)
u

problem ? we can query deg (a)
not degtlu)

benefit :

Lemmas Krell degtlv) ≤ rm

Proof
define It ≤ V to be Tam nodes

with highest rank (degree) w.r.t.tn

f v c- It
, degtlr) ≤ ram since

edges
"

leaving
"

r go
to bigger nodes



(which must also be in A)

Are VIH
, degttr)≤ deglv

) ≤ Fam :

Why ? if not
, degtr) > rañ

←assume

for

but all win H have
contradiction

deglw) ≥ deglv) > ram
so total degree
> / HI • Tam t something positive
in

contribution from A Term
from VIH

> Tam Tam = 2. m

but sum of degrees = 2m

→←

Algorithm
' in B.
'

symbol
k← ¥25m for

"contradiction "

for i=l to K
(1)

pick Vier ✓

pick Ui Er Ntri)
(2)

if nikki then Xi←2degÑ
else Xi←0

K

return Ñ=¥§Xi



Question to think about :

why the
"
2
"

?Claim E- [Xi] = d-

PI

ELX;] -9 Pr[v chosen in at] . E-[ Xi / r chosen init
TEV

= Eh • E-[Xi / v chosen in 41]
c-V

2 Pr [u chosen in (2)In chosen in 41]
=ᵗn§ev u c-NH

✗ E- [✗in / u chosen in ② t r chosen into]

= tn.EE
"Vueway detglv) • 2. deglv)

TÉu
then

2degH
tv2h else 0

= 2- • §,, degtlv)
= 21N = d-

•

But how many samples do we need to

assure that we are close to

expectation ? Here is where we use

graph properties !



Claim Var [Xi] ≤ 452m d-

I Var[y]=E[×?] - E[ ≤Elli] gas
above

= 1ns 2
⇐V leeway ¥1T) 12 degtr))2
ran YE

= In { degtlv) . deglv)vᵗV
Them← key insight

≤ 4-n.tn?vdeglv)
≤ 4. rain • d-

•

2 useful facts about variance !

• Lemma_ let Y=±É✗i where Xi's are iid
i=,

then Vara ] = ,& Var [×]
T important

reduce but pairwiseTarim:b,→ independence
sampling Tnoie. is good
averaging • Chebyshev

' ≠ : Pr[ 1×-1=1×71 ≥ b) ≤ Var¥ enough



Lemmas Prl / d- d- / ≤ eat ] ≥ %,

E
E- [d) = d- by 1in of expectation

Var[A) € VII. d- since
É=EÑ]

↓

Pr[ lot- d- I ≥ e. d- ]=Pr[ lot - E- [d) I ≥ Ect]

≤ Var [d)

☒

≤ 4T¥ • d-

⇒
= ¥17k

"

2mg

=4F%m = "¥rñk
↑

pick=tÉrm E-Earn

≤ ty since fEm=É
< 1 since

ive assumed d-=L



How do we improve probability of success?

see HW 0 !


