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The brain is not an appendix. It is not vestigial or ornamental. It has survival value. The
“purpose” of the brain is to improve the chances thaal its owner will survive and flourish in
a complex environment. 1t does so by providing memory, intelligence, and adapiability. The
purpose of this paper is to explore some of the ramifications of this point of view for artificial
intelligence. '

We begin by observing that intelligence and intelligent behavior does not arise from the void,
but from ihe interaction of a being capable of intelligence with a complex environment. All three
are essential: the being, the environment, and their interaction. Much previous work in Al has
implicitly held the view that intelligence was somchow intrinsic to the being. Considerations of
the environment or the inleraction of the being with the environment were often neglected. But it
is clear that the utility of intelligence Lo the being is a function of the nature of the environment
it lives in, and the characier of the interactions it can have with the environment.

The interface between the being and the cnvironment can be described as a set of input
channels (senses) and output channels (effectors). The interaction between the being and the
environment can be described by describing what information flows through these channels. Any
information the being has about the environment is obtained from ils senses. Any effect the being
has on the environment is made via its effectors. This is all straightforward.

We need to understand better the nature of an environment that can favor the evolution of
intelligence. Clearly, the environment should be complex. What does this mean? Perhaps a
complex environment should be defined as one with much “hidden structure”; structure that is
not immediately evedent to the senses, but which can only be inferred on the basis of extensive
experience.

Second, the environment must offer intelligent beings an increased chance of success (survival).
Intelligence must help the being to avoid fatal mistakes and to adapt to changing circumstances.
A being that is fed or not each day solely on the basis of a cosmic coin-flip would have no need
for intelligence.

Our {ramework presupposes that the being “lives” in the sense that it participates in a
continuous interaction with ihe environment from its creation until its death. It “has experiences”
and “learns from them” (presumably). Its life has a “past”, a “present”, and a “future”.

The fact that the being lives in time, and not somehow outside of time is a central observation
on our analysis. the survival of the being does not depend on isolated instances of problem
solving, but on the ability of the being to continuously interact with the environment to its own

advantage and seccurity.
How, then, does the being's brain improve the survival chances of the being? I propose
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that the function of intelligence is to provide knowledge of the future. This proposition repre-
sents one of the major points of his paper, so it requires some carelul explanation and discussion.

For the purpose of survival, the future is all that matters. All events that have occurred up
to and including the present instant are fixed and unchangeable. Thessurvivalk of-the being is a
question about the future of the being. The (future) actions of the beifig tnay determine whether
the being dies in the next lew seconds or decades from now. Knowledge of the past is only u:-,cf'ul
to the exient that it provides a basis for future action.

It is amusing lo consider a being with a built-in “crystal ball” (perhaps it is born with one in
place of a head). The erystal ball allows the being to predict the future perfectly. One ean easily
see whai a iremendous survival advantage that would provide! The being would have no need for
senses since the sensory inputs would have been perfeelly predicted. The being would have no
need lo laboriously reason out the consequences of various possible actions, sinee the erystal ball
can predict these perfectly. Thinking as such would become superfiuous to survival, Avoiding
danger {nearby tigers) would be trivial.

I would suggest that a head (brain & senses) is a good approximation te a crystal ball. Its
purpose is the same {providing knowledge of the future), and Hs construction is the best that
Nature can provide.

What is “the future”? 1t is not a single, fixed, linear sequence of events like “the past”. Rather,
it is a collection of possibilities and potentialities, predictions and expectations, branching out
to infinity. It is indeterminate in the sense that which events actually occur will depend on
free choices by the being and on random evenis in the environment. This is why the future
can not be known in the same manner as the past. Knowing the future means knowing the
entire branching tree of “possible futures” (perhaps with associated probabilities}. “Knowing the
future” does not preclude choice or even uncertainty, (Uncertainty may be an instrinsic feature
in a nondeterministic environment, where a “perfect” crystal ball could at best provide imperfect
predictions.) :

The distinction between “present sensory information” and “future expectations” is a very
important one in the theory being presented here. I began slowly to realize how deeply our acts
of “perception” are entangled with acts of “expectation”. The depth of this entanglement was
very surprising to me. I would like to try to convey this appreciation to the reader.

One has the fecling most of the time that the immediate environment is hwat might be called
“directly perceivable”. One can walk about, manipulate objects, interact with other people with
the comfortable fecling at each moment one is “in contact with solid reality”. Nearby objeets are.
perceived as recognized simply by glancing at them; one knows where they are relative to oneself.
Things are “under control”; there are no surprises. One is “in touch”. One has the impression
that the state of the local environment is being “directly perceived” by the senses. I would like
to argue that this feeling of “direct pereeption” is wrong in that most of our perception of the
immediate invironment can be categorized as “expectations™ rather than “sensory perceptions”.

This argument is a little difficult to make, for it requires arguing against one’s natural feclings
and intuition. However, I would argue that the feeling of “dircct perception” is a convenient
fiction maintained by unconscious micro-processes in our brains. A useful fiction, but a fiction
nonetheless,

Of what does our “perception of the immediate environment” consist? One might tyr some
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representation of objects in three-dimensional Fuclidean space with color and texture added as
a candidate. T would argue that this is a poor approximation to what we really maintain as a
“local world model” in our heads.

To ‘begin with, why should we maintain a “local world model” at all? 1 would argue that
it forms a basis for choosing actions in the immediate future. "Il is a guide for navigating and
predicling in the space of possible micro-futures. Knowing the door is closed, I can wisely decide
to open it before trying to go through it. Clearly, the local world model is useful in working with
these micro-futures. However, I would argue that these concepts are in fact nearly merged in our
brains, and that our local world-model is made up of expectations and micro-lutures. {Can you
think ol a door without thinking of il opening and closing?)

It has widely been observed that sensory pereeption is perhaps more an aclive than passive
process. lor example, we nole that the fovea of the eye is capable of perceiving only over a
small angular region. The process of perceiving a simple object (i.e. a cup or a pen} may involve
dozens of eye fixations as the different features and edges arc rapidly scanned. (The model of the
visual system as camera which lakes a single “snapshol” to be processed by the visual cortex is
highly inaccurate.) As each new feature is scanned, expeclations are raised about the locations
and characteristics of other features. These expeetations guide the scanning and eye-movement
process. Eventually the location and identity of the object is decided upon.

If I close my eyes for a moment, my local world-model does not dissolve or change significantly.
I expect that, once I open my ecyes again, my desk will still be thhere as before. It is this
expectation, rather than the direct perception of my desk, that is an integral part of my local
world-model.

Consider the task of crossing a road. I look left: the road is empty. I look right: also empty.
While I am looking right I may maintain a “mental image” of the road to the lefi. as previously
perceived. However, it is obviously no longer directly perceivable. It does, however, represent an
important part of my local world model. Important not because it represents what I saw, but
because it allows me to predict (expect} that stepping into the road is a safe operation. Once
I look right, the empty road perceived to the left changes status from that of an more-or-less
immediate perception, to that of a prediction (if I look left again, the road will still be empty).
This prediction is typical of the hundreds of such predictions that a typical local world-model
would contain. . .

I would maintain that the local world-model consists of a set of predictions which can or are
likely to be verified or disproved in the very near future. Each such prediction may be in the
form of an if-then rule, e.g, “if' I lean backwards, I will fecl the back of the chair on my back”
or “if I look up, I will see a round ceiling light” or “if I press down with my pencil and move it,
I will see a black line”. These all represent futures that can be realized by selecting the action
specified. They are, however, only predictions that may fail to be ture. The back of my chair,
unnoticed by me, might just have been devoured by a horde of hungry termites, so that I will
fall on the floor when I lean back. {(Whew! I just tried it. It’s still there ...) In general, these
predictions are so unerringly relaible that they can be substituted for direct perceptions. What is
the need to actually look up at my ceiling light if I am sure that it is really there? A good crystal
ball would, we recall, obviate any need loor the senses. Our local world model is thus made
up of a combination of direct perceptions and more-or-less infallible predictions. The solidity
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and reliabilily of our contact with the world may be a function of the exterme accuracy of these
predictions, rather than evidence for the “direct pereeplion” view.

Some of the elements of my local world-model may represent expeclations such as: expecling
to hear thunder after sceing a lightning flash, or expecting to be squirted when my four-year
son poinis a squirt gun at me. They begin to involve more direetly the temporal aspecls of the
future, compared to more static expectations such as “if 1 look up, 1 will see my ceiling light.”
These expectations may arise quickly and be quickly verified or contradicled. Yel they represent
a parl of my local world-model as real and reliable as my ceiling light.

I would like to give two reasons why we should accept the proposal that a local world-model
is a sct of predictions which can be quickly verified or disproved.

The first reason is thal “predictions” are sufliciently general as an information-representation
structure that no gencrality is lost. For example, the sense inputs can be encoded gs predictions,
valid for very shoort periods of time. Having seen a cup, we can predict (for a short while) that
we will continue to see a cup. The world tends to be static, on a small enough Lime scale.

The sccond reason is that “predictions” capture all thal. is immedialely relevant Lo the survival
of the being. Sense data that has no prediciive power is treated as noise and ignored or forgotten,
Auny part of the local world-model that is not useful in helping the being predict the sel of possible
futures and courses of action is not terribly useful to the being. For example, background noise
is generally useless in this sense.

The construction of a world-model from “predictions” has two intriguing consequences:

1) The world model becomes more difficult to updale when actions are taken, relative to a
“direct perception” approach where all consequences are directly perceptible,

2) Treating a (accurate, reliable) prediction on an equal status with a direct sensory perception
allows for the creation of “generalized sensory inputs” and the building of concept hierarchies.

We discuss these issues in turn.

Suppose the world-model of the being contains the prediction “if I look straight ahead, I will
see an ice-cream truck.” Suppose now the being turns right (say by 90 degrees). The prediction
in the world-model is no longer correct; it can be easily disproved. {By looking.) However, a new
prediction should be inserted in its place: “if I turn left by 90 degrees, I will sce an ice-cream
truck.” Somehow the being needs to know that taking a left-turn should be suificient reason to
replace the first prediction by the second in his world-model.

One might argue that people have models of space “wired in”, and that such transformations
are automatic and unlearned. Perhaps, I would suggest that they are learned. As pariial evidence,
I would argue that our world-models may contain dozens or hundreds of predictions that are
unrelated to spatial operations, and which need to be transformed quickly as actions are taken.
A good chess player maintains a complicated world-view with a variety of attack and protecting
relationships that need to be updated with each move. A driver {especially in Boston) has learned
how to maintain an accurate world-model as he interprets brake and turn signals, traffic lights,
and horn signals. Riding a bicycle is another skill which requires the more-or-less automatic
updating of the world-model of the bicycle’s behavior as nctions are taken. Using a typewriter
is another example of a situation where a number of simple predictive rules must be learned.
(When you hear the bell, the type-ball can be observed on the right-hand side of the page. If
you press Return, it will move to the left-hand side.) It would be difficult to argue that we
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have models “wired-in" for all of these tasks. Yot we scem to be able Lo learn the rules of these
micro-cnvironments and to work within them as automaltically and unconsciously as we work
with the rules of spatial transformations. I would suggest that a powerful, general mechanism
is employed which is capable of Jearning the appropriate world-model transformations. This will
be discussed at more length later. .

The second consequence of using predictions as the atomic constituents of a local world-model
was that they allow for “gencralized sensory inputs” and the building of concept hicrarchies. We
begin by noting that the sensory channels have only a very limited expressive capability, They
may provide a rich set of cues about the state of the environment, but they do not give a complete
description of the current state {as the direct pereeption model would suggest). They certainly
have a very limited expressive capability -intrinsically, they are only powerful beecause of what
they can suggest (allow one to predict). On the other hand, the vocabulary of predictions can
be arbitrarily complex. The complexity. of the loca) world-model is not thereby limited by the
language descriibing sensory inputs, bul can be made complex as new concepls and generalized
actions sare introduced to permit description of higher-level (but still reliable) predictions. As
the language describing predictions is enriched, the atomic components of the world-model (the
predictions) can achieve ever-higher levels of complexity (hierarchical depth). Since we have
the illusion that each prediction in our local world-model is “directly perceptible,” an enriched
prediction vocabulary allows us to “see” deeper levels of meaning in the current situation. An
expert skier “perceives” the slopes and moguls in terms of their possibilities and opportunities in
a way that a novice is incapable of imagining.

This brings us to the question of “learning.” Fortunalely, the frameqork developed so far
provides some guidance as to what, should be learned, which is often a difficult or confusing
question. In our case, the being should be able to learn

1} how to update a world-model as actions are taken and sense inputs received,

2) new concepts that facilitate the description of new and more useful predictions in the
world-model.

We shall see that these activities are nicely synergistic.

I would suggest that one might define an intelligent being as one that is capable of being
surprised. A being that is capable of being surprised must have expectations or predictions about
the world, since a surprise is simply an event thatt is contrary to expectation. However, this
definition would be incomplete without indicating that the being outht to “learn something”
when it is surprised. (You can trick a fool many times, but a wise man only once.) I would
suggest that the important learning of type (1) (how to update a world model) happens when
“surprises” occur. ' '

Suppose the current world-model contains predictions P may suppose that each such predie-
tion is off the form, “if X then Y” where X and Y are statements in a suitable language {which
may mean that they include other predictions as components). Suppose then that X occurs. Here,
perhaps, X might be a specific action or specific sense input. Then Y should be included in the
current world-model. If Y specifies a directly observable attribute of the environment, it can be
tested directly. In this case a sense input would be input which might contradict the presence of
Y in the world-model. A new transformation rule might then be generated, which would predict
the failure of Y. The new rule might hypothesize tthat some of conditions P interesting to note
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that 1 am proposing that only elements of the current world-model {i.e. prediclions) are suitable
‘bases for such rules. The only interesting statements about the current state of the environment
may be staterments about its future {predictions).

We nete thal the default situation is that a prediction remains in the current world-model
until it is contradicled by a sense datum or by a contrary- prediction made by a newly invoked
‘tule. This default is the right one to have.

The details of how the local model updating might occur are Jefl pretty vague here, but are
fortunately in a format similar to much of the “learning a rule form instances” literature. A set
of predictions is the precondition, an action is taken, and some new predictions are represented
in the (correel) new world-model. The predictions that ought to be in the new world-model may
have to be inferred backwards from the interaction following the action.

Concept learning fits nicely into the same framework. One of the most important ways new
concepts can be induced is by generalizing the preconditions for.a prediction. 1favor the definition
of a chair as something one can sit on. As another example, turning right 180 degrees and turning
left 180 degrees are actions that should have the same predictive consequences; we can generalize
them to “turning around.” Similarly, our notion of a “ball” is a generalization of the set of
predictions associated with a ball indicaling what one can do with it. When one thinks of a ball,
one thiks of holding it in one’s hand, or looking at it, or throwing i, calching it, bouncing it, ete.
The entire notion of a ball is just an interrelated set of expectations and predictions. In general,
our concepts of objects may be just sets of mutually predicting expectations, that tend to enter
and exit our wouid-model as a group.

Again, the above discussion is rather vague. However, the underlying thrust is that new
concepts are developed as a means of unifying and generalizing previous predictions. While it
may seem strange to think of objecls as complexes of expectations, I feel that this is a fruitful
point of view.

SUMMARY

We present the thesis that the purpose of intelligence is providing knowledge about the future,
and the corollary proposition that a local world-model should consist of a set of predictions and
expectations. These predictions can be taken as atomic units in the development of higher-order
concepts and rules; having a reliable prediction about a future course of possible action should
be considered as an event as reliable and useful as a direct sensory perception; it is “seeing”
the future. This framework provides a natural test-bed for developing a theory of learning:
when surprises occur new prediction rules can be hypothesized, and concepts can be induced by
generalizing over several rules.
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